Unit VII

Cognition

Thinking and Language

Module [Learning Objectives

Describe the structural components of a language.

identify the milestones in language development.

Describe how we acquire language.

Identify the brain areas involved in language processing and speech.

Describe the relationship between language and thinking, and
discuss the value of thinking in images.

language our spoken, written, . transfer thoughts from our brain into theirs. As cognitive scientist Steven Pinker (1998) t
or signed words and the wayswe . Noted, we sometimes sit for hours “listening to other people make noise as they exhale; be
combine them to communicate cause those hisses and squeaks contain information.” And thanks to all those funny sound

meaning.

Language transmils
knowledge Whether
spoken, written, or
signed, language—the
original wircless
communication—enables
mind-to-mind Tnformation
transfer, and with it

the transmission of
civilization's accumulated
knowledge across
generaticns.

magine an alien species that could pass thoughts from one head to another merely
pulsating air molecules in the space between them. Perhaps these weird creatures cou
inhabit a future science fiction mavie?
Actually, we are those creatures. When we speak, our brain and voice apparatus conjun

up air pressure waves that we send banging against another’s eardrum—enabling us

created in our heads from the air pressure waves we send out, we get people’s attention,
get them to do things, and we maintain relationships (Guerin, 2003). Depending on ho
you vibrate the air after opening your mouth, you may get slapped or kissed.

: But language is more than vibrating ait. A
L create this paragraph, my fingers on a keyboan
generate electronic binary numbers that -at
translated into squiggles of dried carbon presse:
onto the page in front of you. When transmil
ted by reflected light rays into your retina, th
printed squiggles trigger formless nerve im
pulses that project to several areas of your bram -
which integrate the information, compare
with stored information, and decode meanin;
Thanks to language, information is moving fr
my mind to yours. Monkeys mostly know w.
they see. Thanks to language (spoken, written, 0
signed) we comprehend much that we've neve
seen and that our distant ancestors never knew

you

dlisti

Enghsh for example, 40 or so phonemes can be combined to form more than 100,000
morphemes, which alone or in combination produce the 616,500 word forms in the
Oxford English Dictionary. Using those words, we can then create an infinite number
of sentences, most of which (like this one) are original. Like life constructed from the
genetic code’s simple alphabet, language is comptexity built of simplicity. T know that

but that complexity-—and our capacity to communicate and comprehend it—is what

ay, notes Daniel Gilbert (2006), “The average newspaper boy in Pittsburgh knows more
Sout the universe than did Galileo, Aristotle, Leonardo, or any of those other guys who
ore so smart they only needed one name.”

o Pinker (1990), language is “the jewel in the crown of cognition.” If you were able to
ain one cognitive ability, make it language, suggests researcher Lera Boroditsky (2009).
hout sight or hearing, you could still have friends, family, and a job. But without lan-
age, could you have these things? “Language is so fundamental to our experience, so
'_'ply a part of being human, that it’s hard to imagine life without it.”

nguage Structure

What are the structural components of a language?

onsider how we might go about inventing a language. For a speken language, we would
ced three building blocks:

Phonemes are the smallest distinctive sound units in a language. To say bat, English
speakers utter the phonemes b, a, and £. (Phonemes aren’t the same as letters. Chat
also has three phonemes—ch, a, and t.) Linguists surveying nearly 500 languages have
identified 869 different phonemes in human speech, but no language uses all of them
(Holt, 2002; Maddieson, 1984). English uses about 40; cther languages use anywhere

- from half to more than twice that many. As a general rule, consonant phonemes carry

more information than do vowel phonemes. The treth ef thes stetement shed be evedent

% frem thes bref demenstretien.

Morphemes are the smallest units that carry meaning in a given language. In
English, a few morphemes are alsc phonemes—the personal pronoun I and the s that
indicates plural, for instance. But most morphemes combine two or more phonemes.
Some, like bat or gentle, are words. Others—like the prefix pre- in preview or

the suffix -ed in adapted—are parts of words.

Grammar is the system of rules that enables us to communicate with one
another. Grammatical rules guide us in deriving meaning from sounds
{semnantics) and in ordering words into sentences {syniax).

Language becomes increasingly complex as we move from one level to the next. In

can know why I worry that you think this sentence is starting to get too complex,

nguishes human language capacity (Iauser et al., 2002; Premack, 2007).

L anguage Development

Make a quick guess: How many words will you have learned during the years between your
first birthday and your high school graduation? Although you use only 150 words for about
half of what you say, you will have learned about 60,000 words in your native language
ﬁuring those years (Bloom, 2000; McMurray, 2007). That averages (after age 2) to nearly
3500 words each year, or nearly 10 each day! How you do it—how those 3500 words so far
outnumber the roughly 200 words your schoolteachers are consciously teaching you each
ar-—is one of the great human wonders.
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phoneme in alanguage, the
smallest distinctive sound unit,

morpheme in a language, the
smallest unit that cardes meaning;

may be a word or a part of a word
(such as a prefix).

grammar in a language, a
system of rules that enables

us to communicate with and
understand others. In a given
language, semantics is the set of
ruleg for deriving meaning from
sounds, and syntax is the set of
rules for combining werds into
grammatically sensible sentences.

It is sometimes challenging

to keep these building blocks
straight. Phonemes are sounds.
It may help to remember that
phones carry sounds. Morphemes
have meaning, and both words
begin with the letter m.

/
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parmission Gartonn

From The Wall Street Journal
Features Syndicate.

“Let vae get Hiis straight now. Is what you want
t6 build a jean factory or a gene factory?”
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babbling stage beginning at. '_j
about 4 months, the stage of speech

development in which the infant
spontaneously utters verious sounds

at first unrelated to the household -

language.

¢ can Japanese adults with no training in English hear the difference between the English
and . For a Japanese-speaking adult, la-la-ra-ra may sound like the same syllable repeated.

wes this astonish you as it does me?) A Japanese-speaking person told that the train sta-
s “just after the next light” may wonder, “The next what? After the street veering right,
faxther dowr, after the light?”

Around their first birthday, most children enter the one-word stage. They have al-
ady learned that sounds carry meanings, and if repeatedly trained to associate, say, fish
th a picture of a fish, 1-year-olds will look at a fish when a researcher says, “Fish, fish!
ok at the fish!” (Schafer, 2005). They now begin to use sounds—usually only one barely
cognizable syllable, such as ma or da—to communicate meaning. But family members
wickly learn to understand, and gradually the infant’s language conforms more to the fam-
/s language. Across the world, baby’s first words are often nouns that label objects or
ople (Tardif et al., 2008). At this one-word stage, a single inflected word (“Doggy!”} may
al a sentence. (“Look at the dog out there!”)

- At about 18 months, children’s word learning explodes from about a word per week to
word per day. By their second birthday, most have entered the two-word stage (TABLE
). They start uitering two-word sentences in telegraphic speech. Like today’s text
essages or yesterday’s telegrams that charged by the word (TERMS ACCEPTED. SEND
NEY), a 2-year-old’s speech contains mostly nouns and verbs (Want juice). Also like
telegrams, it follows rules of syntax: The words are in a sensible order. English-speaking
hildren typically place adjectives before nouns—uwhite house rather than house white. Span-
h reverses this ordet, as in casa blanca.

Could you even state all your language’s rules of syntax (the
rect way to string words together to form sentences)? Most of ug’
not.Yet, before you were able to add 2 + 2, you were creating your:
original and grammatically appropriate sentences. As a preschooler;
comprehended and spoke with a facility that puts to shame coﬂe
students struggling to learn a foreign language.
We humans have an astonishing facility for language. With
markable efficiency, we sample tens of thousands of words in
memory, effortlessly assemble them with near-perfect syntax, and s
them out, three words a second (Vigliocco & Hartsuiker, 2002). Seld
do we form sentences in our minds before speaking them. Rathe
organize them on the fly as we speak. And while doing all this, we’
adapt our utterances to our social and cultural context, following il
for speaking (How far apart should we stand?) and listening (Is i#
to interrupt?). Given how many ways there are to mess up, it's ama
ing that we can master this social dance. So when and how does’
happen? ;

When Do We Learn Language?

What are the milestones in language development?

RECEPTIVE LANGUAGE

Children’s language development moves from simplicity to complexity. Infants start withg
language (in fantis means “not speaking”).Yet by 4 months of age, babies can recognize d
ferences in speech sounds (Stager & Werker, 1997). They can also read Jips: They prefer t
look at a face that matches a sound, so we know they can recognize that ak comes from
open lips and ee from a mouth with corners pulled back (Kuhl & Meltzoff, 1982). This mz
the beginning of the development of babies’ receptive language, their ability to underst
what is said to and about them. At 7 months and beyond, babies grow in their power to _
what you and I find difficult when listening to an unfamiliar language: to segment spok
sounds into individual words. Moreover, their adeptness at this task, as judged by the
listening patterns, predicts their language abilities at ages 2 and 5 (Newman et al,, 2006).

Month (approximate) Stage

4 Infant babbles many speech sounds ( Ah goo )

Babbhng resembles househoid anguage ("Ma—ma )

12 7 | Gh\ld enters one Word stage ("Kwttyl”)

Chald engages in two word te\egraph\c speech (“Get bal\ ”)

Language develops rapi dly into complete sentences.

Moving out of the two-word stage, children quickly begin uttering longer phrases
{Fromkin & Rodman, 1983). If they get a late start on learning a particular language, such as
after receiving a cochlear implant or being adopted by a family in another country, their lan-
guage development still proceeds through the same sequence, although usually at a faster
nace (Frtmer et al,, 2007; Snedeker et al., 2007). By early elementary school, children under-
stand complex sentences and begin to enjoy the humor conveyed by double meanings: “You
never starve in the desert because of all the sand-which-is there.”

PRODUCTIVE LANGUAGE

Babies productive language, their ability to produce words, matures after their receptive Jan
guage. They recognize noun-verb differences—as shown by their responses to a misplace
noun or verb—earlier than they utter sentences with nouns and verbs (Bernal et al., 2010}

Before nurture molds babies’speech, nature enables a wide range of possible soundsi
the babbling stage, beginning around 4 moenths of age. Many of these spontaneously i
tered sounds are consonant-vowel pairs formed by simply bunching the tongue in the frot
of the mouth (da-da, na-na, ta-ia) or by opening and closing the lips (ma-ma), both of whic
babies do naturally for feeding (MacNeilage & Davis, 2000). Babbling is not an imitatio
adult speech—it includes sounds from various languages, including those not spoker |
the household. From this early babbling, a listener could not identify an infant as being, sa
French, Korean, or Ethiopian. Deaf infants who observe their deaf parents signing begin t
babble more with their hands (Petitto & Marentette, 1991). _

By the time infants are about 10 months old, their babbling has changed so that
trained ear can identify the household language {de Boysson-Bardies et al., 1989). Without
exposure to other languages, babies lose their ability to hear and produce sounds and tone
found outside their native language (Meltzoff et al., 2009; Pallier et al., 2001}. Thus, by adul
hood, those who speak only English cannot discziminate certain sounds in Japanese speec

Explaining Language Deveiopment
How do we acquire language?

The world’s 7000 or so languages are structurally very diverse (Evans & Levinson, 2009).
Linguist Noam Chomsky has nonetheless argued that all languages do share some basic
elements, which he calls universal grammar. All human languages, for example, have nouns,
verbs, and adjectives as grammatical building blocks. Moreover, said Chomsky, we humans
are born with a built-in predisposition to learn grammar rules, which helps explain why pre-
schoolers pick up language so readily and use grammar so well. It happens so naturally—as
naturglly as birds learn to fly—that training hardly helps.

ScienceCartoonsPlus.com

“Got idea. Talk better. Combine words,
Make sentences.”

. one-word stage the stage in
speech development, from about
age 1 to 2, during which a child
speaks mostly in single words.

two-word stage beginning
about age 2, the stage in speech
development during which a
child speaks mostly in two-word
statements.

telegraphic speech early speech
stage in which a child speaks like a
telegram—"go car”—ausing mostly
nouns and verbs.
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Creating a language Brought
together as if on & desert island
{actually a school), Nicaragua’s young
deaf children cver fime drew upon sign
gestures from home to create their own
Nicaraguan Sign Language, complete
with words and intricate grammar, Qur
blological predisposition for language
does not create language in a vacuum.
But activated by a social context,
nature and nurture work creatively
together {(Oshome, 1999; Sandier et
al., 2005; Senghas & Coppola, 2001).

We are not, however, born with a 5
in specific language. Europeans and Na
Australia-New Zealand populations, tho
geographically separated for 50,000 years
readily learn each others’languages (Chaté
al.,, 2009). And whatever language we e
ence as children, whether spoken or sigy
we all readily learn its specific grammar;
vocabulary (Bavelier et al., 2003). But no'm
ter what language we leain, we start spe 70
it mostly in nouns (kitty, da-da) rather thar
verbs and adjectives (Bornstein et al., 2004 60 5
Biology and experience work together. ;

100% e
cammar test i

Susan Meisefas/Magnum Photos

" The older the
age at immigration,
the poorer the
mastery of a
second language

H
i

Native 3—} 8-10 11:15 17-39
J

L

STATISTICAL LEARNING . 50 G

When adults listen to an unfamiliar language, the syllables all run together. A young S
nese couple new to North America and unfamiliar with English might, for example,
United Nations as “Uneye Tednay Shuns.” Their 7-month-old daughter would not have
problem. Human infants display a remarkable ability to learn statistical aspects of huny
speech. Their brains not only discern word breaks, they statistically analyze which syllahje
as in “hap-py-ba-by,” most often go together. After just two minutes of exposure to a
puter voice speaking an unbroken, monotone string of nonsense syllables (bidakupadotig
labubidaky . . ), 8-month-old infants were able to recognize {(as indicated by their attent
three-syllable sequences that appeared repeatedly (Saffran et al., 1996, 2009).

In further testimony to infants’ surprising knack for soaking up language, research sh
that 7-month-olds can learn simple sentence structures. After repeatedly hearing syllabl
quences that follow one rule (an ABA pattern, such as ga-ti-ga and ki-na-If), infants listened io
er to syliables in a different sequence (an ABB pattern, such as wo-fe-fe, rather than wo-fe-
Their detecting the difference between the two patterns supports the idea that babies come wi
a built-in readiness to learn gramumatical rules (Marcus et al., 1999).

v
Age at arrival, in years

about age 7, those who have not been exposed to either a spoken or a signed language
gradually lose their ability to master any language.

The impact of early experiences is evident in language learning in the 90+ percent of
lingually deaf children born to hearing-nonsigning parents. These children typically do
of experience language during their early years. Natively deaf children who learn sign lan-
guage after age 9 never learn it as well as those who lose their heering at age 9 after learning
glish. They also never learn English as well as other natively deaf children who learned
ign in infancy (Mayberry et al., 2002). Those who learn to sign as teens or adults are like im-
migrants who learn English after childhood: They can master basic words and learn to order
hem, but they never become as fluent as native signers in producing and comprehending
ubtle grammatical differences (Newport, 1990). As a flower’s growth will be stunted with-
ut nourishment, so, too, children will typically become linguistically stunted if isolated

CRITICAL PERIODS om language during the critical period for its acquisition.

Could we train adults to perform this same feat of statistical analysis later in the hu
life span? Many researchers believe not. Childhood seems to represent a critical (or “séti
tive”) period for mastering certain aspects of language before the language-learning windo
closes (Hernandez & Li, 2007). People who learn a second language as adults usually speak
it with the accent of their native language, and they also have difficulty mastering the ney
grammar. In one experiment, Korean and Chinese i
migrants considered 276 English sentences (“Yesterdl
the hunter shoots a deer”) and decided whether they wer
grammatically correct or incorrect (Johnson & Newp
1991). All had been in the United States for appro:
mately 10 years: Some had arrived in early childho
others as adults. As FIGURE 36.1 reveals, those wh
learned their second language early learned it best. Th
older one is when moving to a new country, the har
it will be to learn its language and to absorb its cultuf
(Cheung et al., 2011; Hakuta et al., 2003). :
The window on language learning closes gradual’
in eariy childhood. Later-than-usual exposure to lan
guage (at age 2 or 3) unleashes the idle language capa¢
ity of a child’s brain, producing a rush of language. Bil

'he Brain and Language
What brain areas are involved in language processing and speech?

e think of speaking and reading, or writing and reading, or singing and speaking as mere-
ly different examples of the same general ability—language. But consider this curious find-
Aphasia, an impairment of language, can result from damage to any of several cortical
eas. Even more curious, some people with aphasia can speak fluently but cannot read
espite good vision), while others can comprehend what they read but cannot speak. Still
hers can write but not read, read but not write, read numbers but not letters, or sing but
not speak. These cases suggest that language is complex, and that different brain areas must
serve different language functions.

Indeed, in 1865, French physician Paul Broca reported that after damage to an area
of the left frontal lobe (later called Broca's area) a person would struggle to speak words
Wwhile still being able to sing familiar songs and comprehend speech.

In 1874, German investigator Carl Wernicke discovered that after damage to an area
Of the left temporal lobe (Wernicke's area) people could speak only meaningless words.
Asled to describe a picture that showed two boys stealing cockies behind a woman’s back,
one patient responded: “Mother is away her working her work to get her better, but when

A natural talent We humans
come with a remarkable capacity to
soak Lip language. But the particular
language we learn reflects our
unique interactions with others.

Figure 36.1

Cur abifity 1o learn a new
farguage diminishes with

age Ten years after coming to the
United States, Asian immigrants took
an English grammar test, Although
there is no sharply defined critical
perted for second language learning,
those who arrlved before age 8
understood American English grammar
as well as native speakers did. Those
who arrived later did not. (From
Johnsen & Newport, 1991 )

Mo means No—no matier how
you say it! Deaf children of deat-
signing parents and hearing children
of hearing parents have much in
commoen. They develop language skills
at about the same rate, and they are
equally effective at opposing parental
wishes and demanding their way.

aphasia impairment of
language, usually caused by
left-hemisphere damage either to
Broca’s area (impairing speaking}
or to Wernicke’s area (impairing
understanding).

Broca's area controls language
expression—an area of the frontal
lobe, usually in the left hemisphere,
that directs the muscle movements
involved in speech.

Wernicke’s area controls
language reception—a brain
area involved in language
comprehensicr: and expression;
usually in the left temporal lobe.
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“a)
Hearing words
(auditory cortex and
Wernicke’s area)

Figure 36.2

Brain activity when hearing and
speaking words

“Itis the way systems interact and
have a dynamic interdependence
that Is—unless one has lost all
sense of wonder —qulte awe-
inspiring.” -Smon Conway MoRris,
“THe Bovie LecTure,” 2005

You'll notice that even though
the brain was one of the major
topics In Unit lll, it keeps coming
up. Each time it does provides
you with an opportunity to go
back and review what vou learned
previously about the brain.
Rehearse frequently, and you will
not have much 1o relsarn before

the AP® exam. ,}

actually but the visible tip of a subdivided information-processing iceberg.

Returning to our debate about how deserving we humans are of our name Homo sapie
let's pause to issue an interim report card. On decision making and risk assessment, ot
error-prone species might rate a C+. On problem solving, where humans are inventive ye
vulnerable to fixation, we would probably receive a better mark, perhaps a B. On cognitive
efficiency, our fallible but quick heuristics earn us an A. And when it comes to our creativi

and our learning and using language, the awestruck experts would surely award the hunia
species an A+.

Speaking words
(Broca’s area and
the motor cortex)

bite lawyers? . . . Professional courtesy”) are processed in a different brain area than joke
that play on words ("What kind of lights did Noah use on the ark? .. . Flood lighis”) (Goe
Dolan, 2001).

mation processing, the brain operates by dividing its mental functions—speaking, perceiving
thinking, remembering—into subfunctions. Your conscious experience of reading this
seems indivisible, but your brain is computing each word’s form, sound, and me
using different neural networks (Posner & Carr, 1992), We saw this also in Module
discussion of vision, for which the brain engages specialized subtasks, such as disce
ing depth, movement, form, and color. And in vision as in language, a localized trau
that destroys one of these neural work teams may cause people to lose just one aspect o
processing. In visual processing, a stroke may destroy the ability to perceive movem

but not color. In language processing, a stroke may impair the ability to speak distinctt
without harming the ability to read.

she’s looking the two boys looking the other part. She’s working ang
er time” (Geschwind, 1979). Damage to Wernicke’s area also dig
understanding. '

Today’s neuroscience has confirmed brain activity in Broca’s and W
nicke’s areas during language processing (FIGURE 86.2). But neur;:
ence is refining our understanding of how our brain processes langus
Language functions are distributed across other brain areas as well. Fug,
tional MRI scans show that different neural networks are activated.
nouns and verbs, or objects and actions; by different vowels; and by re
ing stories of visual versus motor experiences (Shapiro et al., 2006; Sp
et al., 2009). Different neural networks also enable one’s native langy
and a second language learned later in life (Perani & Abutalebi, 2005
And here’s another funny fMRI finding. Jokes that play on meaning (“Why don’t shi

nguage and Thought

What is the relationship between language and thinking, and what is
the value of thinking in images?

”:jng and language intricately intertwine. Asking which comes first is one of psychol-
< chicken-and-egg questions. Do our ideas come first and we wait for words to name
-m? Or are our thoughts conceived in words and therefore unthinkable without them?
® anguage Influences Thinking

inguist Benjamin Lee Whorf (1956) contended that language determines the way we thinl.c
anguage itsell shapes a [person’s] basic ideas.” The Hopi, who have no past tense for their
: Es, couid not readily think about the past, said Whort.

Whorf's linguistic determinism hypothesis is too exireme. We all think about things
it which we have no words. (Can you think of a shade of blue you cannot name?) And
routinely have unsymbolized (wordless, imageless) thoughts, as when someone, while
atching two men-carry a load of bricks, wondered whether the men would drop them
avey & Hurlburt, 2008; Hurlburt & Akhter, 2008).

Nevertheless, to those who speak two dissimilar languages, such as English and Japa-
ese, it seems obvious that a person may think differently in different languages (Brown,
36). Unlike English, which has a rich vocabulary for self-focused emotions such as an-
er, Japanese has more words for interpersonal emotions such as sympathy (Markus &
:t':ayama, 1991). Many bilingual individuals report that they have different senses of self,
epending on which language they are using (Matsumoto, 1994). In one seties of studies
ith bilingual Israeli Arabs (who speak both Arabic and Hebrew), participants thought dif-
"fently about their social world, with differing automatic asscciations with Arabs and Jews,
epending on which language the testing session used (Danziger & Ward, 2010).

~ Bilingual individuals may even reveal different personality profiles when taking the same
st in their two languages (Dinges & Hull, 1992). This happened when China-bomn, bilingual
ﬁidents at the University of Waterloo in Ontario were asked to describe themselves in
nglish or Chinese (Ross et al, 2002). The English-language self-descriptions fit typical
anadian profiles: Students expressed mostly positive self-statements and moods. Respond-
gin Chinese, the same students gave typically Chinese self-descriptions: They reported more
greement with Chinese values and roughly equal positive and negative self-statements and
oods. “Learn a new language and get a new soul,” says a Czech proverb. Similar personality
changes have been shown when bicultural, bilingual Americans and Mexicans shifted between
the cultural frames associated with English and Spanish (Ramirez-Esparza et al., 2006).

So our words may not determine what we think, but they do influence our thinking
(Boroditsky, 2011). We use our language in forming categories. In Brazil, the isolated Pi-
raha tribespeople have words for the numbers 1 and 2, but numbers above that are simply
many.” Thus, if shown 7 nuts in a row, they find it very difficult to lay out the same number
from their own pile (Gordon, 2004).

Words also influence our thinking about colors. Whether we live in New Mexico, New
South Wales, or New Guinea, we see colors much the same, but we use our native language
to classify and remember colors (Davidoff, 2004; Roberson et al.,, 2004, 2005). If your language
s Bnglish, you might view three colors and call two of them “yellow” and one of them
“blue.” Later you would likely see and recall the yellows as being more similar. But if you are
‘amember of Papua New Guinea’s Berinmo tribe, which has words for two different shades
of yellow, you would more speedily perceive and better recall the distinctions between the
‘two yellows. And if your language is Russian, which has distinct names for different shades
of blue, such as goluboy and sinfy, you might remember the blue better. Words matter.

The big point to remember is this: In processing language, as in other forms of inf

Think about it: What you experience as a continuous, indivisible stream of experiency

L

Before You Mave On

B~ ASK YOURSELF

There has been controversy at some universities about allowing fluency in sign language o

fulfill & second-language requirement for an undergraduate degres. As you start planning for
your own college vears, what Is your opinion? '

» TEST YOURSELF

If chitdren are not yet speaking, is there any reason to think they would benafit from parents
and other caragivers reading to them?

Answers to the Test Yourself questions can be found in Appendix F at the end of the book.
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To find out what we have learned ;

| about thinking and language in
| other animals, see Module 85. J

Before reading on, use a pen or
pencil to sketch this idea: “The
girl pushes the boy.” Now see the
Inverted comment below.

(/002 e

10 19G00) Wa1sAs Bulm 81N N2
Jisyy pauies| aney o) ybnous pic
asol) ul Aluc sreadde selq eneds
sIuf "B 8y} uo Jsy eovid AzsoW
‘abenBue| 4o|-01-14Bu B ‘0|gBIY
S1UM PUE DESI UM BSOLL Y8
ai} uo b Buiysnd ewn uopisod
Apsow 1yBy o) ya| el spesau
obenBue] ssoum edoad yeu
vedsl (£007) 088N aloiny pue
sseRy SUUY 4,400 8yl seusnd

1B Ul S1BASNIL NOA PIO MO

. linguistic determinism_ SRR
Whorf’s hypothesis that language

determines the way we think.
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Culture and color

In Papua New Guinea,
Berinmo children have
words for different shades
of “yellow,” so they might
moere quickly spot and
recall yellow variations,
Here and everywhers,
"“the languages we speak
profoundly shape the
way we think, the way
we see the world, the
way we live our lives,”
notes psychologist Lera
Boreditsky (2009).

Perceived differences grow when we assign dif
ent names to colors. On the color spectrum, blue
into green—until we draw a dividing line betWee'n
portions we call “blue” and “green.” Although eq'
different on the color spectrum, two different item,
share the same color name (as the two “blues” do in Fie
URE 36.3, contrast B) are harder to distinguish thar
items with different names (“blue” and “green,” a
Figure 36.3, contrast A) (Ozgen, 2004). -

Given words” subtle influence on thinking, we dp
well to choose our words carefully. Does it make any’
ference whether 1 write, “A child learns language
interacts with his caregivers” or “Children leam langtia
as they interact with their caregivers”? Many studies ha
found that it does. When hearing the generic ke (as in “the artist and his work”), people are 1
likely to picture a male (Henley, 1989; Ng, 1990). If ke and his were truly gender free, we shouldry
skip a beat when hearing that “man, like other mammals, nurses his young,”

lo expand language is to expand the ability to think. As Unit IX points out, yO
children’s thinking develops hand in hand with their language (Gopnik & Meltzoff, 198

hgn%«g g in Images

hen you are alone, do you talk to yourself? Is “thinking” simply conversmg with yourself?
ithout a doubt, words convey ideas. But aren't there times when ideas precede words?
turn on the cold water in your bathroom, in which direction do you turn the handle? To
swer, you probably thought not in words but with fmplicit (nondeclarative, procedural)
emoty-—a mental picture of how you do it (see Module 31),

Indeed, we often think in images. Artists think in images. So do composers, poets,
mathemahaans, athletes, and scientists. Albert Einstein reported that he achieved some of
5 greatest insights through visual images and later put them into words. Pianist Liu Chi
ung showed the value of thinking in images. One year after placing second in the 1958
chaikovsky piano competition, Liu was imprisoned during China’s cultural revolution.
n after his release, after seven years without touching a piano, he was back on tour, the
itics judging his musicianship better than ever. How did he continue to develop without
practlce7 “Idid practice,” said Liu, “every day. Irehearsed every piece I had ever played, note
by note, in my mind” (Garfield, 1986). :

For someone who has learned a skill, such as ballet dancing, even watching the activity
will activate the brain’s internal simulation of it, reported one British research team after col-
éfing fMRIs as people watched videos (Calvo-Merino et al., 2004). So, too, will imagining a
physical experience, which activates some of the same neural networks that are active dur-

Prisma Bildagentur AG/Alamy

“All words are pegs 1o hang
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everyone: It pays to increase your word power. That's why most textbooks, including this
introduce new words—to teach new ideas and new ways of thinking. And that’s also wk
psychologist Steven Pinker (2007) titled his book on fanguage The Stuff of Thought. _
Increased word power helps explain what McGill University researcher Wallace Lamb:é
(1992; Lambert et al.,, 1993) calls the bilingual adpantage. Although their vocabulary in each lan
guage is somewhat smaller than that of peaple speaking a single language, bilingual people are
| skilled at inhibiting one language while using the other. And thanks to their well-practiced *
Perceived distances between | ecutive control” over language, they also are better at inhibiting their attention to irrelevantin-
S:;eii ?]:;f‘;rgerﬁt"‘(’::)"uhr‘i?i;;”grcétigfes formation (Bialystock & Craik, 2010). This superior attentional control is evident from 7 moritt
rather than In the same (Burrls of age into adulthood (Emmorey et al,, 2008; Kovacs & Mehler, 2009). _
& Branscombe, 2005; Mishra & Lambert helped devise a Canadian program that immerses English-speaking chil
Mishra, 2010), / dren in French. (The number of non-Quebec children enrolled rose from 65,000 in 1981{_
300,000 in 2007 [Statistics Canada, 2010].) For most of their first three years in school, the
English-speaking children are taught entirely in French, and thereafter gradually shift to
classes mostly in English. Not surprisingly, the children attain a natural French fluency un-
rivaled by other methods of language teaching. Moreover, compared with similarly capab_l"'
children in control groups, they do so without detriment to their English fluency, and wi
increased aptitude scores, creativity, and appreciation for French-Canadian culture (Gent
esee & Géandara, 1999; Lazaruk, 2007). _
Whether we are in the linguistic minority or majority, language links us to one anothe
Language also connects us to the past and the future. “To destroy a people, destroy the
language,” observed poet Joy Harjo.

One experiment on mental practice and basketball foul shooting tracked the University
of Tennessee women'’s team over 35 games (Savoy & Beitel, 1996). During that time, the
team’s free-throw shooting increased from approximately 52 percent in games following
standard physical practice to some 65 percent after mental practice. Players had repeatedly
imagined making foul shots under various conditions, including being “trash-talked” by
their opposition. In a dramatic conclusion, Tennessee won the national championship game
in overtime, thanks in part to their foul shooting.

Mental rehearsal can also help you achieve an academic goal, as researchers demon-
strated with two groups of introductory psychology students facing a midterm exam 1 week
ater (Taylor et al.,, 1998). (Scores of other students formed a control group, not engaging in
any mental simulation.) The first group spent 5 minutes each day visualizing themselves scan-
ning the posted grade list, seeing their A, beaming with joy, and feeling proud. This outcome
inulation had little effect, adding only 2 points to their exam-scores average. Another group
pent 5 minutes each day visualizing themselves effectively studying—reading the textbook,
going over notes, eliminating distractions, declining an offer to go out. This process simula-
tion paid off: This second group began studying sooner,
pent more time at it, and beat the others”average by 8 e Figurs 36.4
oints. The point to remember: Tt's better to spend your : Thinking
antasy time planning how to get somewhere than to
well on the imagined destination.
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The interplay of thought
and language The traffic runs
both ways between thinking

and language. Thinking affects
our language, which affects our
theught.

* k%

:What, then, should we say about the relationship be-
tween thinking and language? As we have seen, lan-
 8uage influences our thinking. But if thinking did not
also affect language, there would never be any new
ords. And new words and new combinations of old
- words express new ideas. The basketball term slam
dunk was coined after the act itself had become fairly _
common. So, let us say that thinking affects our language, Language
“which then affects our thought (FIGURE 36.4).
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Figure 36.3

Language and perception When
people view blocks of equally different
colors, they perceive thase with different
names as more different. Thus the “green”
and “blue” in contrast A may appear to differ
more than the two similarly different blues in
contrast B (Gzgen, 2004).
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Psychological research on thinking and language mirrors the mixed views of our spe
by those in fieids such as literature and religion. The human mind is simultaneously ca
of striking intellectual failures and of striking intellectual power. Misjudgments are comm
and can have disastrous consequences. So we do well to appreciate our capacity for e
Yet our efficient heuristics often serve us well. Moreover, our ingenuity at problem solyvi
and our extraordinary power of language mark humankind as almost “infinite in facul

What is the relationship between language
and thinking, and what is the value of
thinking in images?

‘Although Benjamin Lee Whorf's linguistic determinism
hypothesis suggested that language determines thought,
it is more accurate to say that language influences
thought.

Different languages embody different ways of thinking,
and immersion in bilingual education can enhance
thinking.

B ASK YOURSELF

Do you use certain words or gestures that only your farmily or closest circle of frisnds woul
understand? Can you envision using these words or gestures to construct a language, as th
Nicaraguan children did in building their versicn of sign language?

B TEST YOURSELF
To say that “words are the mother of ideas” assumes the truth of what concept?

jultiple-Choice (Questions

What do we call the smallest distinctive sound units in
language?

Answers 10 the Test Yourself questions can be found in Appendix E at the end of the book.

a. Structure

. Morphemes
Grammar

. Phonemes

Thoughts

Which of the following best identifies the early speech
stage in which a child speaks using mostly nouns and
verbs?

Module 36 Review

What are the structural components of a
language?

b
¢
d
e

How do we acquire language?

® Phonemes are a language’s basic units of sound. ¢ Linguist Noam Chomsky has proposed that all human

languages share a universal grammar—the basic buildir a. Two-word stage

®  Morphemes are the elementary units of meaning.

blocks of language—and that humans are born with a’ b. Babbling stage
®  Grammar—the system of rules that enables us to predisposition to learn language. « One~worc'1 stage
communicate—includes semantics {rules for deriving . . . d. Telegraphic speech
meaning) and syntax (rules for ordering words into ®  We acquire specific language through learning as our e. Grammar

sentences). biology and experience interact.

e Childhood is a critical period for learning to speak or sign

What are the milestones in language fluently.

development?

Practice FROs

. Name and define the three building biocks of spoken
language.

What brain areas are involved in language
processing and speech? '

® language development’s timing varies, but afl children
follow the same sequence.
Angyrer

¢ Two important language- and speech-processing areas :
1 point: Phoneme: the smallest distinctive sound unit.

are Broca’s area, a region of the frontal lobe that controls
language expression, and Wernicke's areq, a region in the
left temporal lobe that controls language reception (and -
also assists with expression).

® Receptive language (the ability to understand what is said
to or about you) develops before productive language (the .
ability to produce words). 1 point: Morpheme: the smallest unit carrying meaning in

language.

1 point: Grammar: the system of rules that enable

communication.

® Atabout4 months of age, infants babble, making sounds

found in languages from all over the world. '
guag © ® [Language processing is spread across other brain areas

as well, where different neural networks handle specific
linguistic subtasks.

® By about 10 months, their babbling contains only the
sounds found in their household language.

® Around 12 months of age, children begin to speak in
single words. This one-word stage evolves into fwo-word
(telegraphic) utterances before their second birthday, after
which they begin speaking in fuil sentences.
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e We often think in images when we use nondeclarative
(procedural} memory (our automatic memoty system
for motor and cognitive skills and classically conditioned
associations).

® Thinking in images can increase our skills when we
mentally practice upcoming events.

3. The prefix “pre” in “preview” or the suffix “ed” in
“adapted” are examples of

phonemes.

morphernes.

babbling.

grammar.

intuition.

o an o

4. Evidence of words’ subtle influence on thinking best
supports the notion of

a. Wernicke's area.
Broca's area.

linguistic determinism.
babbling.

aphasia.

o oAan o

2. What is aphasia, and how does it relate to Broca’s and
Wernicke’s areas?

{3 points)




